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MOTIVATION FOR FEDERATED LEARNING AS A SERVICE

Data Shift in 
Machine Learning

Privacy Concerns in 
Biomedical Data
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FEDERATED LEARNING

However……
Setups for federated 
learning can be tedious 
for domain experts!

Server



Globus Group Authorization Service for Secure Federated Learning

Server Config

Endpoint Status

Model Architecture
Loss Function

FL Algorithm

Hyperparameters

Privacy Budget

Server Configuration Page
(Group Admin)

Federation Info Page
(All Members. *Admin Only)

Client Computing
Resources & Data

Client Configuration Pages
(Group Members)
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Device Type

Exp Info & Results

Endpoint Monitor*
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Exp Real Time Log

Exp Parameter Setting

Exp Evaluation Results

Exp Comparison
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AWS Cloud 
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Log, Results

Configs
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Globus Compute Endpoint
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APPFLX WORKFLOW
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• Login via Globus using institutional 
credentials

• Create a federation (FL group)
• Invite collaborators using institutional 

credentials
• Collaborators setup the globus 

compute endpoint 
• Collaborators provide endpoint id and 

load data loader
• Configure and launch different FL 

experiments
• Monitor training in real-time, and 

obtain comprehensive reports
• Reason using data distribution 

visualization

Minimal code!



Comparison between a PPFL framework and APPFLx
Framework

§ Target users: Developers for developing and 
simulating FL algorithms.

§ Authentication: No client auth for most frameworks.

§ Launch Server: Requires expertise to start 
federated learning experiments.

§ Results: Server needs to manually share the whole 
results, which may require further post-process.

§ Connection: Developed algorithms via the 
framework can be easily adopted to the service.

Service (APPFLx)

§ Target users: Domain experts for applying FL.

§ Authentication: Clients use institutional credentials 
via Globus Auth to setup a trust relationship

§ Launch Server: Admin uses web UI to easily launch 
the FL experiment with different hyperparameters.

§ Results: Comprehensive logs, reports, and 
visualizations shared among all clients on web UI.

§ Connection: The service is built on the top of the 
APPFL framework

§ Misc: Integrated with HuggingFace, GitHub for pre-
trained models and pre-processing.

GO BEYOND AN FL FRAMEWORK: WHY ”AS-A-SERVICE”?
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Creating Secure Federations
APPFLX CAPABILITIES 

https://appflx.link/

https://appflx.link/
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Comprehensive Experiment Reports
APPFLX CAPABILITIES 



RESOURCES

§ Privacy Preserving Federated Learning as a Service APPFLx - https://appflx.link/ and 
instructions https://ppflaas.readthedocs.io/en/latest/

§ GitHub for the APPFL framework: https://github.com/APPFL/APPFL/
§ Globus Compute Communicator: 

https://github.com/APPFL/APPFL/tree/main/src/appfl/comm/globus_compute
§ APPFLx paper: https://arxiv.org/pdf/2308.08786.pdf
§ FedCompass preprint: https://arxiv.org/pdf/2309.14675.pdf
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