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Zvyagin, M. et al., GenSLMs: Genome-scale language models reveal 
SARS-CoV-2 evolutionary dynamics., https://www.biorxiv.org/content/10.1101/2022.10.10.511571v2
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Detection and prediction of variants of concern
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LLMs for workflows
LLMs in workflows

• Workflows with embedded LLM inference/fine-tuning
• LLM is used as a subroutine to analyze scientific data
• LLM is fine-tuned based on outputs from AI-based and traditional HPC workloads (e.g., simulation)

LLM-driven workflows
• LLM chooses the next experiment inputs to advance a scientific campaign
• Workflow components are a mix of traditional and ML/AI based functions

LLM-generated workflows
• Parsl-enabled LangChain for functions with HPC requirements
• Chooses the types of tasks to run (i.e., workflow components) to advance a scientific campaign
• Generates functions from literature and matches compute requirements to existing (or generated) Parsl configs

Composable workflows
• Modular workflow design to enable automatic function composition
• Enables automated LLM-proposed scientific campaigns
• Scientific discovery as an automated search problem over the space of workflows
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Example prompt: “You are a workflow developer. Build a workflow which trains an ML-based molecular docking surrogate 
using high-throughput screening and then runs DeepDriveMD on the top candidates to physically verify the protein-ligand 
binding site. Please provide example configurations compatible with the Aurora supercomputer to investigate drug candidates 
from the Enamine database for all known SARS-CoV-2 targets.”



vLLM – Serving LLMs on HPC

7

More details: https://github.com/vllm-project/vllm
Globus-Compute / Parsl vLLM tutorial: https://github.com/braceal/vllm-globus-compute/tree/main
 

Kwon, W. et al., Efficient Memory Management for Large Language 
Model Serving with PagedAttention., https://arxiv.org/abs/2309.06180
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Suggested closing statement (optional): 

WE START WITH YES.
AND END WITH THANK YOU.

DO YOU HAVE ANY BIG QUESTIONS?

THANK YOU!! 
QUESTIONS/ COMMENTS:
RAMANATHANA@ANL.GOV
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