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WHAT
Define what FAIR means for AI models 

FAIR and AI-ready datasets

Suitable format (HDF5/ROOT/etc.) to leverage 
modern computing environments 

Include Jupyter notebooks to visualize datasets, 
and explore data type, shape and size  

Ready to integrate with APIs for AI research and to 
enable accelerated training and AI-inference 

Goal: automate data management to support 
and enable discovery and innovation 
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WHAT
Define what FAIR means for AI models – setting expectations

Linked to FAIR and AI-ready datasets used for 
model development and testing 

Linked to open source repositories that provide 
scientific software to recreate AI models 

Include Jupyter notebooks that explicitly show 
how to use them, and describe input data type 

and shape, and output data type and shape

Containerized and ready to use in modern computing 
environments 

Include clear and well known uncertainty quantification 
metrics 

Goal: enable reproducible, accelerated and 
trustworthy, autonomous discovery 



WHAT
Define what FAIR means for AI models – setting expectations

Key goals: 

Enable, accelerate and sustain innovation and 
scientific discovery

North star: autonomous discovery

Data, computing and AI fabric: integrate, consolidate 
and disrupt

Exemplar:  high energy diffraction microscopy
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END-USER HAPPINESS

Bragg peak analysis ran 
natively in ThetaGPU

Bragg peak analysis ran 
by combining MDF, 
DLHub, ThetaGPU, 
funcX, and Globus



END-USER HAPPINESS
End user experience similar to running 
AI models directly from personal laptop

Identify high performing AI models

Accelerate state-of-the-art to state-of-
practice cycle 

Seamless combination of scientific data 
infrastructure and leadership class 

supercomputing
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