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Protein folding problem
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Abstract
Petascale computers allow scientists and engineers not only to
address old problems better, but also to consider new methods and
new problems. We report here on work that both applies new
methods and tackles new problems in the area of structural biology.
The project combines an efficient protein structure prediction
algorithm implemented in the Open Protein System (OOPS) system
with the Swift parallel scripting system to enable the rapid and
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As OOPS becomes more accurate and efficient, a number of related
computational challenges emerge in our desire to tackle proteins of
increasing size because current prediction methods have limited
accuracy even for proteins on the order of 100 residues when
homology-based information is minimal. To predict the structures
of larger and multi-domain proteins, statistical sampling becomes a
limiting factor, and thus we require significantly more computing
resources.

Parallel scripting for applications at the petascale and beyond
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Figure 6 — Results of running eight proteins on 2 racks (8192
CPUS) on Argonne’s BG/P, Intrepid. Below are results from this
investigation for Tlaf7. On the left i1s a scatter plot showing the
correlation between our statistical energy potential and accuracy of
the protein structures for the 985 simulations that ran to
completion. On the right is an image showing the lowest RMSD
structure. This table, plot and image were all automatically
generated by our scripting mechanism, and the table 1s presented
by a simple CGI script at our web site [2].
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‘It will change everything’:
DeepMind’s Al makes
giganticleap in solving
protein structures

Google’s deep-learning program for determining the 3D shapes of proteins
stands to transform biology, say scientists.

AlphaFold Is The Most
Important
Achievement In AI—
Ever
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intelligence.
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WHY ARE WE EXCITED?

In PDB? Do simulation

Before 2021:
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Project over!

Mid 2021+: Predict structure
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CHALLENGES

* Alphafold and similar software are computationally expensive
* Hard to 1nstall and require a lot of data
* Not high-throughput “out of the box”

Parallel workflow w/ parsl:

Protein sequence files

Many predictions Many MD simulations

Using singularity, on V100 gpu
Currently not full AF



PW IN AND OUT
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Case Name Cloud (True) / (False) Number of parallel seeds

Fasta files (.fasta)
B select/Unselect all

x /storage/af_inputs/1lys.fasta (136) || x /workflows/alphafold/1UBQ.fasta (123) || x /storage/af_inputs/1ubq.fasta (123)

Workflow Resource (GCP_STRUCTURE_PREDICT_GPU) Not Started. Please Start Selected Resource on Main Compute Page.

95 send_files = [Path(f) for f in glob.glob("*.sh")+glob.glob("*.py")+glob.glob("*.tcl")]
96

97 v for run_file_name in run_file_names:

98

99 run_file = Path(run_file_name)

100 ~ for i in range(1,n_seeds+1):

101 v r = run_alphafold(

102 runscript=runscript,

103 random_seed=i,

104 inputs = [run_filel+send_files,

105 outputs=[out_dir,Path("af.stdout"),Path("af.stderr")])
106 runs.append(r)

107

108 print("Running", len(runs),"alphafold executions...")

109 [r.result() for r in runs]

110

111 gen_table(pwargs.outcsv,pwargs.outhtml)



PW IN AND OUT
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FINAL THOUGHTS

* Use of containers and platform specific bash
scripts make parallel script more platform
agnostic (but 1s there a place for app definitions
per site?)

* Use of PW platform enables use of alphafold
and visualization of results for total novice,
using local or cloud resources (but see ongoing
work on google colab notebooks for non-high-
throughput cases)

* Farming out predictions may be good case for
funcX, but composing with other functions like
generating MD 1nputs or viz files still good
case for parsl




