


Cloud Platforms

Supercomputing Clusters

Compute Cost



● Transparent parallelism

● Portability

● Robust to failures

● Scalability

Distribute tasks
to workers

Workflow 
configuration

script

Data
Server

Applications

Submit host 
(login node, laptop, 
Linux server)

SWAG

Data staging
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Converging 
parallel branches

Fork into multiple 
branches

● Parsl app chaining via Futures

● Checkpointing is a life saver!



ASIPRE1 
(~700 nodes & ~30,000 cores)

Strelka2
Germline

Strelka2
Somatic

VEP

Bam

MNVs

SNVs

Currently ~8,000 patient TN pairs 
processed (> 250TB input data)

Over 1TB results generated

- Tumor-normal (TN) pairs from TCGA

- More than 10k cancer patients 

(33 cancer types)

GDC Download 
Workflow

VCF output

Bam Bam

Indels

SV
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