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Why?



Dataset Distribution



Example: ‘Wings’ and ‘Fly’ 
Cause-Effect Relationship

Example: ‘5 7-dibutyl-1 
3-dehydroadamantane’ and ‘3’ 
Polymer Name and Label Relationship

Dataset Distribution



What is a Dependency Parser?

Named Entity 
Tagger: Extracts 
relationships between 
words based on word 
type (person, place, 

location, etc)

Extracts relationships between words based on parts of speech and semantic relationships



spaCy NLP Pipeline



INPUT SENTENCE: 'The system as described above has its 
greatest application in an arrayed configuration of antenna 

elements .'

OUTPUT: [('configuration', 'Whole', 12), ('elements', 'Component', 
15)] 



Customizations - Tokenizer and Word Embedding
Original Sentence: The glass-to-rubber transition of 
poly (BC-co-BS) copolymers was investigated by DSC 
on melt quenched samples. 

Default Tokenizer: 
  (The, glass, -, to, -, rubber, transition, of, poly, (, 
BC, -, co, -, BS, ),   copolymers, was, investigated, 
by,  DSC, on, melt, quenched,   samples, .)

Custom Tokenizer:
  (The, glass-to-rubber, transition, of, poly, (, 
BC-co-BS, ), copolymers,   was, investigated, by, 
DSC, on, melt, quenched, samples, .)



● Our models identify relations in fragments of text
● There are millions of papers to be processed

⇒ Scale by slicing the data and parallelizing across cores and 
nodes (with Parsl)

Scaling the pipeline



Scaling
● RCC Midway Cluster



CPU vs GPU
● Used Model 3 and default 

CBOW parameters
● spaCy not optimized for GPU 

acceleration
● Fastest CPU runtime for 

training is 23 minutes

Performance
● Performance over 15 epochs 

for Skipgram and CBOW with 
default hyperparameters for 
Model 3



Scaling



Conclusion


