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Motivation

● Researchers with diverse backgrounds and levels of expertise seek to 

adopt DL methods to advance their research.

● However, the application of cutting-edge DL methods often requires 

high-performance computing (HPC) clusters

● Regardless of their HPC expertise, researchers encounter usability, 

performance, portability, and reproducibility obstacles.

● Existing HPC clusters expose a minimal job and data management and 

assume user proficiency in both DL and HPC.
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Diamond Approach

● Development: Web-based service for remote programming and containers 

to support configuration of complex environments

● Deployment: Suite of tools such as automatic scaler, task planner, and 

cross-cluster executor to enable scaling, optimized execution, data 

management, and provenance across HPC clusters

● Dissemination: Integration with external services, such as Garden/DLHub 

and HuggingFace, to publish and deploy models for on-demand inference.
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Diamond Software Components
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Diamond Workflow
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Run with Diamond https://diamond.ncsa.illinois.edu/

https://diamond.ncsa.illinois.edu/


Thank you! 


