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Overview

We report three developments touching Parsl at ORNL / OLCF:
1. Parsl software deployment at Summit as a module
2. Using Parsl as a Workflow to bridge HPC and Quantum Systems
3. Development of a Parsl plugin to a distributed task orchestration system called Zambeze
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Parsl is one of the top 5 Workflow Systems used on Summit
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S. R. Wilkinson, K. Maheshwari, and R. F. da Silva, “Unveiling user behavior on Summit login nodes as a user,” in Computational Science — ICCS 2022
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Parsl as a Software module on Summit

Installed using conda:

module load python/3.8-anaconda3
conda install -p /sw/summit/workflows/parsl/1.1.0
-Cc conda-forge parsl

Use as a module:

module load workflows
module load parsl
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Parsl at OLCF: Docs and Dissemination

docs.olctf.gov/software /workflows/parsl.html
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A OLCF User Documentation
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A Quick Demo

. Running "Hello World" with Parsl on
Summit

Workflow parallelism:
Task2 Task3
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Parsl

Overview

Parsl is a flexible and scalable parallel programming library for Python which is being developed at the University of Chicago. It augments Python with simple

constructs for encoding parallelism. For more information about Parsl, please refer to its documentation
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mming library for Python which is being developed at the University of Chicago. It augments
arallelism. For more information about Parsl, please refer to its documentation.
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Parsl as a workflow tool to Bridge HPC and Quantum

@ Generate Inputs and Quantum Circuit

Local Terminal OLCF HPC

®

Auth-Key
Submit to Quantum Resources

Remote Quantum Resources
[Rigetti, IBMQ, and Quantinuum]

Return Results

®

Compile Circuits, wait in queue, and execute

pic courtesy: Sam Bieberich

https://github.com/Sam-Bieberich/HPC-QC-Workflows
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Zambeze Distributed Orchestration System
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Thank You!l Questionse

Ketan Maheshwari
kmO@ornl.gov
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